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Resolution

The meeting of Board of Studies (BOS) of STATISTICS was held on 14.10.2024toconsiderand

approve the NEP-2020 Framework & choice based credit systems Syllabus developed in accordance with
3.0, et T / Rt/ e en-tmonmn

'mehmMMgwucm%mHnmmmWCMMm%Mg

S. No. Name Designation Capacity
! PROF, HIMANSHU PANDEY
PROFESSOR, DEPT. OF STATISTCS | PROFESSOR EXTERNAL
DDU GORAKHPUR UNIVERSITY, EXPERT
GORAKHPUR
2 |PROI. MANOJ KUMAR SRIVASTAV
DEPT. OF MATHEMATICS, T.D. P.G. PROFESSOR EXTERNAL
COLLEGE, JAUNPUR., EXPERT
3 PROF. MOHD. SADIQ KHAN
DEPT, OF MATHEMATICS PROFESSOR
SHIBLI NATIONAL COLLEGE, CONVENOR
AZAMGARH, (STATISTICS)
4 DR.INAFIS AHMAD
DEPT. OF MATHEMATICS ASSOCIATE PROFESSOR MEMBER
SHIBLI NATIONAL COLLEGE,
AZAMGARLI,
S |DR.P.C.SRIVASTAV
DEPT, OF MATHEMATICS ASSOCIATE PROFESSOR MEMBER
D.A.V. PG COLLEGE, AZAMGARH.
6 |[DR.SERAJ AHMAD KHAN
DEPT, OF MATHEMATICS ASSISTANT PROFESSOR
SHIBLINATIONAL COLLEGE, MEMBER
AZAMGARH

Alter detailed discussion, the BOARD OF STUDIES of Dt.14.10.2024 have unanimously approved the proposed Framework

& Syllabus Statistics and recommended that it may be implemented in accordance with above said G. O. under National
liducation Policy 2020.

(CON

sledeste
'ENOR OF BBy )

&

(MEMBLER)

(EXTERNAL EXPERT)

(MEMBER)

(EXTERNAL EXPERT)
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4" VEAR UG (HONS.) / 4" YEAR UG (HONS. WITH RESEARCH) " / MLA./M.Se. (STATISTICS)
YEAR [ sEML T

‘  CATEGORY/TYP COURSE PAPERTITLE THEORY  CRED
z EOFTHE CODE /PRACTICA | IT
L, COURSE —) ?
! - BO60701T | Optimization Techniques | THEORY | 4
{i ‘\(l(\)l\(; l"{ljl,s ORY) BO60702T | Probability Theory THEORY | 4
1 BO60703T | PROGRAMMING INR | THEORY 4
‘ (Lab. Based) e
| MAJOR (OPTIONAL) OPTIONAL | CHOOSE ANY ONE OF THE FOLLOWING
' PAPERS
VIt © BO60704T | (A) Linear Algebra & o
Matrix Theory THEORY K
i OR
BOGOTOST | (8) Statistical Quality
Control
\ PRACTICAL | Stat Practical Lab-1 .
(COMPULSORY) BOGOTOOP | Based on Stat- Boso7o17 | Practical ’
A YEAR UG |;()6f>7r)2‘|‘ ar'ld B060703T
(HONS.) / 4" (Vba_SCd on Lalculator.-
YEAR UG Excel & R Programming
HHONS, as per suitability)
Wi BO608OIT | Theory of Estimation THEORY 4
CRESEARCH)
MAL Y MAJOR B060802T | Sampling Theory THEORY 3
YEAR) /PG, (COMPULSORY) .
DIPLOMA s > . —_—
1 B0O60803T Stochastic Processes | THEORY ! 4
MAJOR (OPTIONAL) |OPTIONAL | CHOOSE ANY ONE OF THE FOLLOWING ,
PAPERS ;
VI « B0O608O4T | (A) SurvivalAnalysis ! |
| :i OR %
' BO60SOST | (8) Decision Theory THEORY 4 ]
1
PRACTICAL Stat Practical Lab-2 1
{ L (COMPULSORY) BO6080O6P Based on Siat- B0608SOIT | PRACTICAL ' 4 ;
z B060802T and B060S03T
(based on Calculator. , §
é Excel & R Programming \;
‘ | as per suitability)

il 5 %
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M.A. (STATISTICS) SECOND YEAR

( YEAR | SEM. [ CATEGORY/TYP | COURSE PAPER [THEORY/  CRED
E OFTHE CODE TITLE PRACTICAL 1T
COURSE
B060901T | Multivariate Statistical Analysis | THEORY 4
i i
MAJOR a — —
B060902T Statistical Hypothese THEORY -
(COMPULSORY) Hesting ot HPREESSS
MAJOR (OPTIONAL) | OPTIONAL | CHOOSE ANY ONE OF THE FOLLOWING
IX B060903T | (A) Queuing & Inventory Theory | THEORY :
OR 4
B060904T | (B) Statistical Data Mining
Methods
) M"A' PRACTICAL B060905P Stat Practical Lab-3 Based on Practical 4
i (COMPULSORY) Stat- BO60901T and BO60902T
- (based on Calculator, Excel & R
Programming as per suitability)
RESEARCH BO6G090O6R RESEARCH PROJECT PROJECT/ 4
PROJECT (STATISTICS) Dissertation
MAJOR B0601001T 1. Actuarial Statistics THEORY 4
COMPULSORY)
OPTIONAL OPTIONAL [CHOOSE ANY ONE OF THE FOLLOWING GROLUP
GROUPS PAPERS
B0601002T p. Data Analysis Using Statistical THEORY 4
GROUP - A Packages
% B0601003T 3. Time SeriesAnalysis THEORY 4
’ !
B0601004T ]2. Econometrics | THEORY 4
3. Statistics for Managers THEORY B
GROUP -B B0601005T
GROUP-C B0601006T 2. Demographic Techniques THEORY 4
B0601007T [3. BAYESIAN INFERENCE THEORY 4
RESEARCH BO601008T [RESEARCH PROJECT (STATISTICS)| PROJECT) 4
PROJECT Dissertation
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COURSE CODE- B060701T CREDITS: 4

OPTIMIZATION TECHNIQUES
Unit I
Mathematical Programming - Solving of LPP
Problem (LPP)-Simplex, Big M
Solving LPP using Duality

by graphical method - Linear Programming
and Two Phase methods — Revised simplex method —
- Dual Simplex method

Unit-11
Post Optimality and Sensitivity Analysis-Variation in cost vector and requirement vector—

Addition and deletion of single variable and single constraint - Integer Programming
Problem (IPP) - Gomory’s cutting pl

anc algorithm- Mixed IPP — Branch and Bound
technique
Unit 111
Dynamic programming problem (DPP) - Bellman’s principle of optimality - General
formulation - computation methods and application of DPP - Solving LPP through DPP
approach

Unit IV
Non Linear Programming: Consr
minima, Constraints in the form of
Tucker conditions), Quadratic pro
for quadratic programming,

ained and Unconstrained Problems of Maxima and
equations (Lagrangian Method) and in equations (Kuhn-
gramming: Beale's and wolf's methods simplex method

Unit- V

PERT - CPM: Applications, Basic Steps in PERT/CPM techniques; Time estimates and
Critical Path in Network Analysis; Optimum and minimum duration cost, PERT, Resource
Allocations.

Text Books

1. Hillier FS and LibermannGJ(2002):lnlroducliontoOperationsResearch,?"‘ Edition,
McGraw Hill

o

KantiSwarup,P.K.GuplaandManMohan(2004):OperalionsResearch,SultanChand and
Sons, New Delhi.

Gross D, Shortle J.F., Thompson J.M. and H
Queuing Theory, John Wiley & Sons

(U%]

arris C.M. (2011): Fundamentals of

Reference Books . .

I~ Sinha SM(2006):Mathematical Programming: Theory
Publications.
Devi Prasad (2015), Operations Research, Narosa Publishing House
Kapoor V.K.(2008):Operations Research, 8/¢,SultanChand&Sons
Sharma .S.D(1999): Operation Research , Kedar Nath RamNath & Co., Meerut,
Hamdy A.Taha(1987):Operations Research — An Introduction, 4/e, Prentice I
India, PrivateLLtd,NewDelhi.
6. Sujit K. Bose (2012), Operations Research Methods, 2/¢, Naroga Publj

i : shing House
7. K. Chandrasekhara Rao and Shanti Lata Misra (2012), Operations Rescarch. Narosa
. A are |
Publishing House

= a2 J@/

and Methods, Elsevier

[ SR VS I NS ]

all of
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COURSECODE- BO607027T CREDITS: 4

PROBABILITY THEORY
Unit I .

Algebra of sets - fields and sigma-fields, Inverse function — Mc.:a.surable tunctloz -
Probability measure on a sigma field — simple properties - Probability space - Random

variables and Random vectors — Induced Probability space — Distribution functions —
Decomposition of distribution functions.

Unit 11

Expectation and moments — definitions
Holder, Jenson, Chebyshev, M
properties — Inversion formula,

and simple properties — Moment inequalities —
arkov Inequalities— Characteristic function — definition and

Unit 111

Convergence of g sequence of random variables - convergence in distribution, convergence in
probability, almost sure convergence and  convergence in quadratic mean - Weak
convergence of distribution functions — Slustky theorem - Helly-Bray theorem.

Unit 1V
Definition of product space

events — Independence of ¢l
ZCro —one law,

= Fubini’s theorem (statement only) - Independence of two
asses — Independence of random variables — properties — Borel

Unit V

Law of large numbers - Khintchin's weak law of |
large numbers (statement only) — Central Limit
Linderberg — Feller theorem (statement onl
Liapounov and Linderberg — Feller forms — R
proof) — Conditional expectation — definition

arge numbers, Kolmogorov strong law of
Theorem — Lindeberg — Levy theorem,
y), Liapounov theorem — Relation be
adon Nikodym theorem and deriy
and simple properties.

tween
ative (without

Books for Study

I. Bhat, B. R. (2007): Modern Probability Theory, 3™ edition, New Age International Pvt.
1d.

Ash, R.B. (1972): Real Analysis and Probability, Academic Press.

Rohatgi, V.K. and Saleh (2002): An Introduction to Probability Theory and Mathematical
Statistics, John Wiley

‘v 1D

Books for Reference
Athreva K B and Lahiri S N (2005):Measure Theory, Hindustan Book Agency.
Pucker. H.G. (1967): A Graduate course in Probabilit?r'..Academic Press.
Burill, C.W. (1972): Measure, Integration m.u-i Plx‘)bablllly, l\/.[chw Hill.
4. Chow. Y.S. and Tcicher. H. (1979): Pl‘O[r)?bll‘ll:\' T heor:\'. Springer.

3. Loeve, M. (1985). Probability Theory. 3" ‘cdlllon. Springer..

6. Resnick S.1(2001): A Probability Path, Birkauser. ‘

. Basu A K. and A Bandopadhyay (2012): Measure Theory and Prob

I
7 ;
~
B,

ability, PH] Learning

(Wl W &@/)

|
3
¥ (‘
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COURSECODE -B0607037T CREDITS: 4

PROGRAMMING IN R (Lab. Based)
Unit |

R language Essentials: Expressions and objects, Assignments, creating vectors, vectorized
Luag p 1 . ) .

’ ¢ . p : f o B o Sy XINe
arithmetic, creating matrices, operations on matrices, lists, data frames — creation, indexing,
sorting and conditional selection ; cxamples,

Unit 11

R Programming: conditional state
functions

examples,

ments -

it and il clse; loops ~ for, while, do-while:
-~ builtsin and user defined: D

ataentry — reading from text file, data editor:

Unit 1
Descriptive: Statistics and Graphies: Obtaining summary statistics;
plots, Pie charts, Boy plots,

generating tables; Bar
istogram: eNereises,

Unit 1V
Probability and Distributions:  Random
cumulative density and quantile
samples from discrete
curves: Q-Q plot,

sampling and combinatory: obtaining density,
values for discrete and continuous distributions: gencrating
and continuous distributions: Plotting density and cumulative density

Unit v

Correliation: Pearson,
residuals and fived
o way ANOVA.

Spearman and Kendall's correlation;

Regression — fitting, obtaining
alues: one and two sample te

sts for mean and variance — one way and

Books for Study

. Michael 1. Crawley (2007), The R Book, John Wi

ley and Sons Ltd.
Peter Dalgaard (2008), Introductory St

atistics with R, 2" edition, Springer.
Lab Exercises:

Lo Operations on vectors and matrices

2o Creating and manipulating data frames.
Writing user defined functions for finding
addition and multiplication,
4. Bar and Pic chants,

arithmetic mean, median, factorial, matrix

ox plots for single and multiple groups.
0. Density and cumulative density plots for Binomial, p

QIsson, NO”"JI
'\“\.vi‘\.”l\\.]\

and exponential
Checking Normality using Histogram and Q-Q plot.

1. Correlation coeficient - Pearson’s, Spearman and Kendall's lau.

b v e . . )
9. bitting simple hincar and multiple linear regressions.
1 One »-_;13‘.;\3-;‘ and two sample ttest.

P Ove way and two w ays RNGEVEN @/
ks
u 7
R o
W | / [ an v v
. \’L}; U~
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COURSECODF. ~-B0607047T CREDITS: 4

LINEAR ALGEBRA AND MATRIX THEORY
it |
Vector Spaces, Syb.-«

paces, Basis of
Gram-Schmidy orthog

@ vector space ~ Vector spaces with inner products
onalization,

Unit 11

Lincar transformation (1T)
COmposite transformation
Orthogonal transformation -

Propertics — Matrix of a lincar transformation — Matrix (')f
Matrix of an inverse transformation — Change of  basis
Dual space,
Unit 111
Lincar equations

Solution space
inverse of a matrix -

and null space Sylvester's law of nullity — Generalized
Moore

Penrose inverse

Unit IV

Figen values and IFigen = left Eigen vectors, right Eigen vectors,
Diagonalizable 11 Lambda matri, Composition of lambda matrices, Operator polynomial,

Cayley-Hamilton theorem ang minimal polynomial for an 1T — Eigen values of matrix
polynomials,

vectors of an T

Unit v

Bilinear forms Canonical reduction — Sylvester's law of incrtia-De
Lagrange’s reduction -~ Kronecker's reduction Redy
matrix, Generalized Figen value problem.

finitions of quadratic form
ction involving the Eigen values of the

Books for Study

Biswas S.(2012), Text book of Matrix Algebra, Third Edition, PH| Le
New Delhi,

. Bhattacharva P.B., Jain S.K., Nagpaul S.K. (2012), First Course
\ge International (P) Ltd, New Delhi,

Parashar B.P. (1989), Linear Algebra, CBS Publishers

Lo Rao CLR.(2009), Lincar Statistical Inference

arning Private Limited,
in Linear Algebra, New

and Distributors, Delhi.

and its Applications, Second Edition, John
W “C} and Sons

Hooks for Reference

' Friedberg S.H.. Insel A and Spence L.E. (2014), Linear Algebra, Pearson Education.
i FICUie v'-_’,'v « - A, ! Al .
Cilbert Jand Gilbret L. (2003). Lincar Algebra and Matrix Theory. Academic Press.
HOOTT J, and : | . ‘
“ hutz S, and Lipson M. (2009), Schaum’s outlines, Linear Algebra, Foyupy, Edition
’ ipschulz and |
MeGraw Hill Company. | |
o | Bhimasankaram P, (2000), Lincar Algebra, Hindustan,
L Rao AR, am asankaram . ' :
h e & R and Khurt AL (2017). Matrix Alg

chra useful for Statistics, Second Edition
CHPIC DR |
« New IL'I'\L'\
ohin Wiley and Sons, N '

i Gruber MBI (2016), Linear NModels, Second Edition. Johy
£ Searfe SR and Lirgix

1 Wile anc
g Q\klé ey and
W i

k’f - L . \v)

(% scanned with OKEN Scanner



Sons, New Jersey.

COURSE CODE —B0607957 CREDITS: 4

STATISTICAL, QUALITY CONTROL
Unit |
Modified contro] charts for mean —
Moving average charts —
Economic design of X-bar

CUSUM chart — technique of V-mask — Weighted

multivariate control charts — Hotelling’s T control charts and

chart

Unit II
Process Capability apgq]
Capability Indices: Pro

ysis: Meaning, Estimation technique for capability of a process —
analysis using a contro

Cess capability ratjos Cp: Coks Comy Cinks Cpe — Process capability
chart — Procesg capability analysis using design of experiments

Unit III

Acceptance sampling — Terminologies -

. Attribute sampling plan by attributes — Single
sampling plan and Doyple sampling plan - OC, ASN, A0Q, AOQL and ATI curves —
MILSTD -105E Tables

Unit IV

I' process parameter — Sequential plans for process
parameter (¢ known and unknown) — Sampling variables for proportion non-conforming - X
method, K method —

Unit V

Double specification limits — M-method, Double sampling by variables - MILSTD -414

Tables — Continuous Sampling plan — CSP-1, CSP-2, CSP-3, Wald and Wolfowitz SP-A and
SP-B

Text Books

1. Douglas C. Montgomer
Sons, New York.
2

2. Edward G. Schilling, Dean V. Neubauer.,
Control, Second Edition, Taylor & Francis
3. Oakland, J.S.(1 989): “Total Quality Management”

Y (2009): Introduction to Statistical Quality Control, 6/e, John Wiley and

(2009), Acceptance Sampling in Quality

, Bultenvorth—Hcinemann Ltd., Oxford

Reference Books . .

I Mittage, H.J and Rinne, H(1993): Statistical Methods of Qu
Hall, London, UK e

2. Zeiri (1991): “Total Quality Managemenlfor En_gmeels ; W

3. Juran J.M and Frank M.Gryna Jr .(1982): “Quality Planning

ality Assurance, Chapmann

ood Head Publishers.
and Analysis”, TMH, Indja,

(% scanned with OKEN Scanner



COURSECODE -B060706p

CREDITS: 4

STATISTICAL LABORATORY -1

(Based on Stat- Bo6o 7011 BOGO702T ang B060703T) (Based on Calculator, Excel & R
Programming g5 PCr suitability)

L. Optimizatio

11

n 'l'cclmiq ucs (25 marks)

MLI: and Standard crror of ML, estimators,

MLL: through the mcthod of successive approximation.
MLE for truncated distribution.

4. Mecthod of Moments

5. Method of Minim
0. Method of e
7. Interval ¢
8. Interval ¢

um Chi-square
ast square
stimation: Confide

nee interval for mean,
stimation - differe

nee of means,
9. Interval estimation - variance and ratio of variances,
"robability Theory (25 marks)

. Simple random sampling methods of drawing sample — Estimation of the population
total and variance estimation.

2. PPSWR ~ Hurwitz Thompson estimator - Des Raj ordered estimator — Murthy’s
unordered estimator — Midzuno scheme.

3. Linear and circular systematic sampling.

4. Stratified sampling - SRS, PPSWR, PPSWOR

3. Cluster sampling — of equal sizes.

0. Ratio. Regression and Difference estimation estimators,

Distribution Theory (25 marks)

I Fitting of Multiple linear regression model

2. Residual Analysis for model adequacy,
observations

3. Variable Selection procedures

4. Collinearity Diagnostics

e g2 g@j

detection of outliers and influential

10

4 -
(% scanned with OKEN Scanner



COURSECODE -B060801T CREDITS: 4

. THEORY OF ESTIMATION
Unit I
Parametric point estimation — properties of estimators — Consistency and its different forms
Sufficient COflldlt.lon for consistency- Unbiasedness — sufficient statistics — Factorization
theorem — Distributions admitting sufficient statistic — Exponential and Pitman families
procedure for finding minimal sufficient statistic.

Unit 11

The informa?ion measure — Cramer — Rgo (CR) inequality — Chapman — Robbins (KCR)
inequality (single parameter case only) — Bhattacharya inequality (single parameter case
only) — minimum variance bound estimator- Invariant (equivariant) estimators (concepts

only)

Unit IIT

Uniformly minimum variance unbijased estimators (UMVUE)- condition for the existence of
UM_VUE- Con.lpletene.ss.and Bounded completeness- Relation between complete statistic and
minimal sufficient statistic- Rao — Blackwe]] Theorem- Lehmann — Scheffe’s theorem.

Unit IV
Metl}ods of es,t.imation — method of moments and its properties — method of maximum
likelihood and its properties-Large sample properties of MLE - Method of minimum chi-

square and its properties — Methods of least squares

Unit VvV
Interval estimation — Pivotal method of construction — shortest confidence intervals and their

construction (minimum average width) — Construction of shortest confidence intervals in
large samples. Decision Theory: Simple problems involving quadratic error loss function —
Elementary notions of minimax estimation — Simple illustrations.

Books for Study o
I. Rajagopalan M and Dhanavanthan P (2012): Statistical Inference, PHI Learning, New

Delhi.
Casella, G. and Berger, R.L. (2002):Statistical Inference, Duxubury Process, Belmont,

USA. .
Rohatgi, V.K. (2003): Statistical Inference, Dover Publications, New York.

2.
3.

Books for Reference . . .
. Lehmann, E.L and Casella G(1998) :Theory of Point Estimation, 2/e, Wiley Eastern 1,1q,
B.K Kale and K.Muralidharan (2015), Parametric Inference — An Introduction, Narosa

o

Publishing House ic Infer Nar L
¢ . A First course on Parametric Inference , Narosa Publishing Hoyse.
L g Statistical Inference, John Wiley, NY. z

_.r_.w

Zaalk - Parametric T
Zacks,S. (1981): PmaISrivastava (2014), Statistical Inference: Theory of Estimation, pyy

e 2

11

Srivastava, Khan and
India

wn
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COURSE CODE -B060802 CREDITS: 4

- SAMPLING THEORY
Preliminaries — Sampling Designg —

oblems — Systemati

Simple random sampling— Stratified Random Sampling
Modified systematic sampling meth

¢ Sampling Schemes — Linear, Circular, Balanced and
ods

Unit 11

Probability  Proportional to size
estimator - Yateg ~(}rundy Fory

sampling- Inclusion Probabilities — Horvitz-Thompson
Ordered estimator —

: M ~Midzuno Sampling design — PPSWOR- Des-Raj’s
Murty’s unordered estimators

Unit 111

Ratio cstimators and thejr properties in Sim
Stratified Random sampling — Regression |

ple Random Sampling — Ratio estimators in
Random Sampling — Multivariat

stimators, Regression estimators in Stratified
¢ Ratio estimators and Multivariate Regression Estimators
Unit IV

Cluster Sampling: Equal cluster sampling -
cluster size, Unequal cluster S

sampling — variance of the esfj
estimation

Estimators of mean and variance, optimum
ampling ~ Estimators of mean and variance — Two stage
mated mean - Double Sampling for stratification and Ratio

Unit vV
Randomized response methods — W
Sources of errors in Surveys - M
ol measurement

arner’s, Simmon’s and Two St

age response methods —
athematic

al model for the effects of call-backs and the errors

Books for Study

I. Cochran, W.G. (1977): Sampling Techniques, 3/e, Wiley Eastern Ltd,.
bl

. Gupta, A. K. and Kabe D.G. (2011): Theory of Sample Surveys, World Scienific
Publishing Co. Pte. Ltd., Singapore

Singh. D. and Choudhary, F.S (1986): Theory and Analysis of Sample Survey Designs,
Wiley Eastern Ltd..

Sukhatme PV. Etal. (1984): Sampling Theory of Surveys with Applications, lowa State
University Press and ISARI Publications, New Delhi

‘s

Books for Reference o . o -

Desraj and Chandhok P.(1998): Sampling .icory, Narosa Publications, New Delhj

Kish .l (1995) : Survey Sampling, John Wiley and Sons. o o

Murthy. M.N (1979): Sampling Theory and Methods, Statistical Publishing Society,
:;:;;‘;‘;“:: Singh (2004): Advanced Sampling — Theory with Applications, Kluwer

T ¥ der Sing - :

/W’WW/% | %j

I‘Y

Lo B e

"
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COURSECODE —Bog0g0p
CREDITS: 4

STOCHASTIC PROCESSES
Unit 1
Stochastic procesgey: Definition and classifieari

walk, '(j‘a‘mblcr‘s fuin problem)- ncﬁ}‘rc;ll?qs?ﬁcallon d M
Probabilitics -Bernoy|) Trailg cation of g1

. e . . - Classificat;
Basic limit theorem of renewg| lhcory ansdg SIES

arkov chain— Examples (Ranfif)m
ty Matrices - Higher Transition
and chains - theorems and problems;

Unit 11
Poisson Process: Oyeryiey.
probability  distribution.
Birth(Yule-Furry) process, |
Chapman Kolmogoroy Equ
and Poisson Procesg,

postula.lcs- Probability mass func
Gcncrallzation-

Jirth ang Deat|
ations-

tion -Properties - inter related
Arrival  process, Departure  Process, Pure
1 Processes, Birth-Death and Migrations processes-
Compoung Poisson Process - Transition density matrix

Unit 111
Weiner Process: Brownian Motion, Join
equations, Kolmogoroy Cquations, [jpg
properties of generating functiong of branch
Distribution of Total number of p

probabilitics, Wiener process, Differential
passage time distribution: Branching Process:
ing processes, Probability of Ultimate extinction,
rogeny, Age dependent Branching process

Unit 1V

Renewal processes: Definition, examples and rel
delayed recurrent event, Renewal Processes j
renewal density, renewal ¢quation, renewal theo;

ationships between terms — renewal interval,
n continuous time, Renewal Function and
'ems — Study of residual life time process

Unit V

Stationary - processes and Time Series: Stationary Processes, second order, stationarity,
Gaussian Processes, weakly and strongly stationary process; Time Series- White Noise
process, first order Markov process, MA and AR processes, Autoregressive process of order
tWo. ARMA process verification of stationarity.

Books for Study ) ' _

[ Karlin, S and Taylor, H.M(1975): A First Course in Stoch

Press, New York. '

Medhi,J (2009): Stochastic Processes, 3/e, Ngw age lntel-'nat-lonal. .

Bhat B.R.(2004): Stochastic Models: Analysis and Applications, New Age Publications

1“"‘}‘;;:;‘:'kllft”f\t'l(:;i( Waymire, E.C. (1992): Stochastic Process with Applications John

?\ IIL\ ?n\c\{ sunf-gmim P(2001): Stochastic Processes: An lnlr‘oduclion. Arnold Press,

‘ f\.m.\.l e 2;["1'(\) [nlr(‘)duclion to Stochastic Processes, _Prentlce-HalI Inc., New Jersey.

:nnl:li.) ll‘,(l /I_ \.ﬁllcr H.D(1983) : Theory of Stochastic Processes — Chapman and Hall,
ON, o and v N .

London, Third Edition S I

" : N astic Process., Wiley.

2. Ross SM (1983): Sl;ml;f:?:;ﬂl\-:: (2001): Probability and Random Processes, 3fe. OUP

astic Processes, Academic

9
>
b |

e Y 1o

O Gl Grimmett and [
Oxford.
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COURSECODE ~B()60804'[‘

CREDITS: 4

SURVIV/\L ANALYSIS
Unit | .

Concepts ol time, Order gp
[xponential, Gamma, Weiby

inference (Point estimation, g

random Ccnsorin

I > LOgnormal
Corcs, MLE)

8, likelihg

Parel od in these cases. Life distributions-
) Ieto

» Linear Failure rate. Parametric

Unit 1
Life tables, failure rae mean reg;
| c: G 2 Csidual | i
L s /\gemg s, an(cll life and their clementary properties. Concept of

Bathtub Failure rate, CO“CCDIOHanSC 11:;0/: ([i)rO{)erties and relationship between them |,
zard rate,

Unit 11

Lstimation of survival funcion Actuarial Egtj
under the assumption of [FR / DFR | Tegts ofc:m
Total time on test, Despande test. ‘ !

ator, Kaplan- Meier Estimator, Estimation
ponentiality against non- parametric classes-

Unit IV

I‘Vf) lsul‘n.plc pl'OSb)lm?]- Gf:ha” test, Log rank test. Mante] Haenszel test, Tarone Ware tests.
Introduction to Semi- parametric regression for failure rate, Cox’s proportional hazards(PH)

modgl with one al}d severgl covariates and estimation problems in Cox’s PH Model. Rank
test for the regression coefficients.

Unit V
Introduction to Competing risks analysis and estimation problems in competing risk model

for parametric and non- parametric semi parametric set up. Ideas of Multiple decrement life
table and its applications.

Books for Study:

l. Miller, R.G. (1981) : Survival analysis (John Wiley').
2. Coka R an(d Oak)es, D. (1984) : Analysis of Survival Data, Chapman and Hall, NewYork.

3. Elisha T Lee, John Wenyu Wang and Timothy Wenyu Patt(2003): Statistical Methods for
Survival data Analysis, 3/e, Wiley Inter Science.

.

Books for Reference:

. . istribution : Reliability applications in the
i k 1975) : Survival distri
Gross, A.J. and Clark, V.A. (

and Sons.

Biomedical Sciences, John Wiley Survival Models and Data Analysis, John Wiley and

2 Elandt Johnson. R.E. Johnson N.L.: | | .
sons. d Prentice R L.(1980), The Statistical Analysis of Failure Time Data,
3. Kalbfleisch J.D. and Pr . . |
| iv : Tecl . )
lohnWiley. | M Lscl1bel"’er(2003): Survival Analysis: Techniques for Censoreq
1. Klelin P. John and Moe S

-inger. Life Time Data; Joh i
andTruncated Data. 2/€; pr_nlq‘.l Vodels and Methods of Lite - John Wiley &

S . ) ot ._“C
* Lawless J.F. (1982) Stalis

e,
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COURSE CODE -B060805T
CREDITS: 4

DECISION THEORY

Unit
pasic elements of a decision pro

g h blem - )
Estimation and testing of hypothe Randomizeq and non-r

i . andomi ision r -
sis as decisiop, problems - B C nized decision rules

aye's approach to inference and

decision -
Unit I
Loss functions - Prior and Posterior dictribg:
e nBeEER - Dee s terior distributions and s analysis for Bernoulli. Poi
normal processes - Decision principles ang Baye’s risk ysis for Bernoulli, Poisson, and
—
Unit I

ility theory - axioms, ¢ ‘ueti ates =
'Ul:l [iv’l\’CGile?l SL;I‘ﬁciené ’0:suu|cl|0n ofuuhly_lunclmns, sufficiency, equivalence of classical
and Ddyts Y> complete and essentially complete classes of decision rules

Unit 1V

linimax analysis - Basic eleme i _ _ _

Mir - o ) S i ments of game theory - General techniques of solving games -
[”.m.L games = SUpporting and separating hyper plane theorems - Minimax theorem -
Minimax estimation for normal and Poisson means

UNIT V
Admissibility of Baye's and minimax rules, General theorems on admissibility, Robustness of
Baye's rules, Invariant decision rules, Location parameter problems, Confidence and credible

sets.

Text Books: . . ) )
. James O. Berger (1980): Statistical Decision Theory and Bayesian Analysis, Springer

Verlag N .
2. M.H. DeGr - Optimal Statistical Decisions, John‘ \'Nlley .
GO Sahiifer 00): Applied Statistical Decision Theory, Wiley

3. H. Raiffa and R. Schlaifer (20

ference in Econometrics, Willey
Statistics and Decision, Dower
d theory of Statistics Vol. 2B, Bayesian

Reference Books:
. Zellener (1971):
2. Haves J. G and Winkler R 1(1976

3. Anthony O Hangan (1994): Kend
Inference. John Wiley

i resian In

ntroduction to Bayesian
iy ): Probability,
all’s Advance

e

(% scanned with OKEN Scanner



COURSECODE ~B06080p

STATISTIC
'S FICAL LABORATORY ~11

(];uscd on STAT BO608OIT, ST

{veel & RProgramming AT BoGog

88 Bar el b s T and
1S Per suitability) STAT B060803T) (based on Calculator,

(11, Estimation (25 marks)

. xl:.l, u}ml Standard ¢rror of ML estimator

. ' ) Sl ¢ S.

2! 1.1 t.uouglx the method of successive a dmati

3. MLE for truncated distribution RN,
4. Mcthod of Moments

.

Method of Minimum Chi-squ
6. Method of Least square
Interval cs(!munnn: Confidence interval for mean
Interval estimation - difference of means

). Interval estimation - variance and ratio of variances.

are

e

—~

IV, Sampling Theory (25 marks)

| Simple random sampling methods of drawing sample — Estimation of the population
total and variance estimation.

CPPSWR - Hurwitz Thompson estimator - Des Raj ordered estimator — Murthy’s
unordered estimator — Midzuno scheme.

_Linear and circular systematic sampling.

Stratified sampling — SRS, PPSWR. PPSWOR

_Cluster sampling — of equal sizes.

6. Ratio. Regression and Difference estimation estimators.

[ ]

A dem fas

1 Lincar Models and Regression Analysis (25 marks)

Jear regression model

< Fittine of Multiple lir , . . .
5. Fiung« : adequacy, detection of outliers and influential

Residual Analysis for model
observations

7. Variable Selection procedures
& Collincarity Diagnosues

m/ [@;v///

1O

CREDITS: 4

(% scanned with OKEN Scanner
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coul

MULT| CREDITS: 4
| 4 (S &

VARIA I'r, S"'A'“S'I'I(ZAL ANALYSIS
it o
I\';:,Ili"“““w normal (Ilnlrllnui(,”
;'lil“li('ll' Maximum likelihoog e
ne

mpling distribution,
. !
S

M:frmnul and conditiong|
Nation of th

© parameers of

Olil

distributions — characteristic
Inference

‘Multivariate Normal and their

Lown or when covariance matrix is

(it 11 . :

fotal, Partial, Multiple correpyyie,, 0 the Mupiy
Multiple correlation cncl'ﬁc.iunl‘., Smnpling dis
the null case, llntgllimﬁ, 17 Statistic, deriva:
relation between 17 and 1y? Mahal

ariate setup —
tributions of Total

derivation an o -0
' L.rl\cLll()l) and g distribut
ianobijs 1y Statistic

MLEs of Total. Partial and
and Multiple Correlation in
ion ~Uses of T? statistic -
and jtg distribution

Unit 111

Generalized  variance

Wishart ;.
distribution -~ "Test for ¢oy

sribution (sl

' _ atement only)
arince matrjy

el Properties of Wishart
Fest for cquality ¢

I covariance matrices
Unit 1V

Classification problems Classific
dispersion matriz) Classifie
diseriminant function

ation into one of (w

: O populations (known and unknown
aton in 1o ope of s

veral populations — Fisher's Linear

Unit V

rincipal components “Properties, Extraction of p
Canonical correlation Estimation of ¢
Mathematical model- Estimation of |
eriterton

rincipal components and their variances
anonical correlation and variates. Factor analysis —
actor Loadings — Concept of factor rotation — Varimax

Hooks for Study

L Anderson, T.W. (2003) : An Introduction to Multivariate St
Fastern Lad, . . 3 .
ohnson, RoAcand. Wichern DAW (2007): Applied Multivariate Statistic
Prentice-Hall of India Private Ld.. .\"L'“ I)L"“"'  Drace NV
Girt, NLC2003): Multivariate Statistical Inference, Academic | ress, NY

Books for Reference

atistical Analysis, Wiley

al Analysis, 6 /e,

L Marrt F1983): Multivariate Statistical Methods, Me Graw Hill Book Company.
boVETISOn, F(TYS)): e

R "R(1998): Linear Statistical Inference and its Applications, Wiley Eastern Lid..
o \\\, her( 2002): Methods of Multivariate Analysis, ke L'.“ LSy “mfbufn“
- Alvin €. Rencher(2 ggigpay G 1979):Introduction to Multivariate Analysis. Elsevier
4 Srivastava M.S. and Khatri C.G. y

1

e R e
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JRSE cODE -B060902T
(Ov™

. CREDITS:
I'ESTING OF STATISTICAL HYPOTHESES -

I
ed and non-randomi;
Rﬂndomllcd ‘arb o don?lzed ests, Neyman - Pearson fupg
owcff“‘ tests, Uniformly most powerful test, Uniformly most arenal lemma, Mog

» 1 » 1 i1 . . OWerfu d - .
yith monotone likelihood ratio, Generalization of fundamental ?emma alnze?ttsfor dl!Stl'lbutlons
applications

gnit 11 : , )
Unbiascdncss for hypothesis testing, Uniformly most powerful unbiased tests, Unbiased t
) sed tests

. e parameter exponential family, Simi
for onc parame p Y, Similar test and complete suffici Teffing Qo0e
s with Neyman structure, Locally most powerful fests, p ficient statistics, Similar

nit 111

[variant tests, maximal invariants, Uniformly most powerful invariant tests, Consistent tests
H 2

Likelihood ratio test, its properties and its asymptotic distribution, Applications of the LR
method.

Unit 1V

Non-parametric tests: Goodness of fit test : Chi-square and Kolmogorov Smirnov test - Test
for randomness, Wilcoxon Signed rank test — Two sample problem: Kolmogrov-Smirnov
(est. Wald-Wolfowitz run test, Mann-Whitney U test, Median test, Kruskal Wallis test and
Friedman’s test

Unit V

Sequential tests: Basic Structure of Sequential tests — Sequential Probability Ratio Test
(SPRT) and its applications — Determination of the boundary constants = Operating
Characteristic and expected sample size of SPRT — Optimum properties of SPRT.

Books for Study
l. Rajagopalan M and Dhanavant

Il)c‘lhi. G L and Joseph P. Romano (2005): Testing Statistical Hypotheses, 3/e,
chmann, E.L ¢

Springer '
3. Rohatgi, V.K.(2003):
4. Gibbons, J.D- (1985)

han P (2012): Statistical Inference, PHI Learning, New

19

hce, Dover Publications,.

istical Inferer
Statis! Statistical Inference , 2/e, Marckel Decker.

- Non Parametric

Books for Referenc¢ R.L (1990):Statistical Il}ferenCE, Duxubury Press, Belmont. USA

| Casella, G & l3crgels~) L.lential Tests of Statistical Hypptheses, Addison Weslgy.

3 (-lhm.hqp,_}((|()70):dh‘;|1y(7006):Mathematical Statistics, 3/e, Books and Allied (P) Ltd,

. . chopadhy <=

3. Parimal Mul _ ) ' .. - -
Kolkata. . Grivastava and Namita Srivastava (2009): Statistical Inference — Testing of

< wuma o i
4. M:lel “:zl‘p,-cmim Hall of India
Hypotheses IS

W ¥ T
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COUR

CREDITS: 4
QUEURING

lin" 1 ; ] [ ' g
fw'.\.\()ll Quening Models With “'i”,'

pirth and I)czqh Processes, s"lcady state Birth and death py
gigributions for number of it (Steady state o

Jrcteristics on (M/M/1): («/FIFO) ang (

l,,-(,[alcms

le servep- ipti
servey:; : i
Descnpllons of queuing models, Generalized

. PTOCEsses- Assumptions, Probability
), waiting time distribution, Derivation of

M/M/1): (N/FIFO) Models, simple numerica]

Unit 11
Poisson Queuing Models i),
probability - distributions for
Derivation of characte

nultiple ‘.s'crvgr: Descriptions of the model, Assumptions,
nNumber ol‘ Units (steady state), waiting time distribution,
0 \cleristics on- (M/M/C): (@/FIFO), (M/M/C): (N/FIFO) and (M/M/C):
(C/FIFO) Models, simple numerical problems

Unit 111

Non Poison Queuing  Models (1
Probability  distributions for
Derivation of characteristics o

“rlangian):  Descri
number of Units (ste
1 (M/EK/T), (Ek/M/1)

ptions of the model, Assumptions,
ady state), waiting time distribution,
» simple numerical problems

UNIT -1V

Scope and notion of Inventory, Terminolo

gy, overview on probabilistic& Deterministic
Models. optimality issues with Inventory;

Deterministic Inventory models with shortages and
without shortaee. Finding EOQ and other characteristics, Simple Problem

UNIT -V o . '
Deterministic Inventory models with simultaneous replenishment and stock clearance, with
shortages and without shortages, finding EOQ and other parameters, Simple Numerical
l)l"&‘lWICT\l;‘ Deterministic Inventory models with Single and multiple price Breaks and
numerical examples.

l!nnkls l}‘\“":::ii\lrup et al.:Operations Research, Sultan Chand and Sons,New Delhj

2: S)“h \‘h‘]?‘:‘:\“o‘g%?:ﬁ;:: l[-{lZelf'?:ﬂl()gg)i Fundamentals of Queuing theory, John Wiley
3 ynald Gross )

.‘. l&\ :OIHS,‘ .l\n'?;ﬂm(g()oﬁ); Opel‘qliOns Research — An Introduction, 8/¢ , Prentice Hall of

' i:l;:;;::ii\’r'i\.:llc [td.. New Delhi

Books for lh-l‘cricl“i‘if;m,mn G J (1995):Introduction to operations Researsch, 6" Edition,
1. Hiller FSand ¥

McGraw Hill 1965) Applied Stochastic Processes. Mc.Millan
LU (179277
2. Prabhu N

Grochastic Processes. 3/e. New Age International
. w()()L)L . ’
3 | Medht (=
5 J <l

002) Stochastic Processes. 2/e. New Age International
g . s ™
R. (VY7

M .
W

19

4. Bhat. B
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COURSECODE Bogg00,,
CREDITS: 4

STATISTIC
STICA i J
L DATA MINING METHODS

tnitl
introduction to data Mining i
p Uata ype
g tools SUPCIvie pes ~ M
pervised casures of similarity and dissimilarity - Data

and unsuperyis

g sed
Agglomerative learning ~ [ntroduction to Cluster Analysis -

fypes of ¢ lustering
. Hier:
archi
ical clustering algorithm — Issues — strength and

Wi kneuses,

{ait 1

Bawe kemeans algorithm lssues -
. uzzy
clustering fuzzy ¢ means algorithm - cluster

evaluation unuu;wrvi-» cd ¢
) CIVISCd and sup
pervised me: 15Ures « lnlmduclmn to classification - Decision

frees ,‘“”’{EH'J a d“i' “
L ¢ =8 - & m “CC . lr
ce _
the performance of a classificr induction algorithm — model over fitting — Evaluating

Unit 111
Negresl Netghbor ¢lassificr -
. ssilicrs — K i
repression - odds ratio — Int NN algorithm -~ Naive Bayesian classifier — Binary logistic
nferpreting logistic regression coefficients — Multiple logistic

H,,,'g"l"‘.."a"ol'vlll

Unit 1V
Vwsociation eiles minmg - Basics - Apriori algorithm — Pruning and candidate generation —

Hule mining

tnit vV

dudies based on k means clustering - fuzzy ¢ means clustering - KNN classification -

(R RN
Binary logistic regression using R programming language.

Fest Hooks
(2006): Introduction to Data Mining, Pcarson

4 S and 8).
lunn-' with case studies, Prentice — Hall of

{ o tan, 1. Sreinbach, M and Kumar, V.

b ducation, (relovant portions of Chapters 1.2
G.K. (2008} Introduction to Data hY

i Chapter 2)
noia Pyt Ltd H‘C’L*-.‘.M portions ©
:“h ! t :; ii ‘t - (‘(“U! l) TH) \]mm-' \hlh\hl\ Jllkl \h‘\lcl\
amed | arese

wns of Chapler 4)

L,
John Wiley and sons.

sl . o il
{ relevant povsl

KReference Hooks
S06): Data Mining: Concepts and Techniques, 2™ Edition,
(2000): LAl o

11 Methods for Business and

i, Han, J
5. gt
A4 § Data \ining: Statistics
Pa i . o )
‘ " e Methods Narosa Publishing House. New Delhi.
i 3 Yatla Wiining s :
/‘fj'"'-;‘ . 7
. 2 ’ i -
2 1 7 [ *» /
t 3
% z #
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COURSECODE =B0601091T

. EDITS: 4
Unit 1 ACTUARILJ, STATISTICS o
Basic deterministic mode]:
balances and reserves, inte. ount function. ; ) )
construction of life tapeg, rl??e] La,te Of return, The Jife table:n B:slut:rgztﬁri?ﬁmcslls;?(;]l;]z:bllrsnzz
premium, interest ang survivo:sliﬁqan?y’ Life annuities: Introduction, calcm;lating annuity
annuities. 1P discount function, guaranteed payments, deferred

Cash flows, gige

Unit 1

Life insurance: lntroduclion, calculation of life j
combined benefits, insurances viewed as it
general pattern reserves, recursion, detailed iy
forfeiture values, policies involving
formula.

nce premiums, types of life insurance,
Insurance and annuity reserves: The
analysis of an insurance, bases for reserves, non

areturn of the reserve, premium difference and paid-up

Unit 111

Fractional durations: Life annuitjes paid monthly, immediate annuities, fractional period

IGLE VLT a‘nd reserves, reserves at fractional durations, Continuous payments: Continuous
annuities, force of discount, force of mortality, Insurance payable at the moment of death,

premiums and reserves. The general insurance — annuity identity, Select morality: Select an
ultimate tables, Changed in formulas,

Unit 1V

Multiple life contracts: Joint life status, joint annuities and insurances, last survivor annuities
and insurances, moment of death insurances. The general two life annuity and insurance
contracts, contingent insurances

Unit V o
Multiple decrement theory: Basic model, insurances, Determination of the models from the

forces of decrement. Stochastic approach to insurance and annuities; Stochastic approach to
insurance and annuity benefits, deferred contracts, Stochastic approach to reserves and

premiums, variance formula.

Text Books

I. Promislow, S.D(20006): Fundamentals of Actuarial Mathematics, John Willey, Chapters
. Promislow, S.D(2 :

Py Hans U. Gerber, James C. Hickmann, Donald A. Jones and Cecil

2. New .. Bowers, Jr, 5 . -
l\L‘:'\ lolllilll (1997): Actuarial Mathematics, The Society of Actuaries.
J.oNES .

Reference Books ' ) es. Heinemann, London.
I Neill, A. (1977): Life contingenio=5 k. Part 11, Second edition, Charles and Edwin

" g it Boo
2. King. G. Institute of Actuaries Tex

[Lavton, London.
Donald D.W.A. ( .
4. Jordan, C.W. Jr. (1967): ' L other Cont .

53): ' o
Actuarices. | Longley Cook L.W. (1933)}_)L;t;e and otherL-ontingencies, Volume |
ooker, P.F. and Longitx +=0 ° 5 ersity Press.
”““l\fu‘ ! 'l.'”“(]()_i7) Cambridge Univ L'FS )Tl A sdition. €
and Volumc y7): Life Contingencies. Thi
o (1972) &

qu”

and Annuities, Heinemann, London.

terest
1970): Compound I Second edition, Chicago Society of

Life Contingencies,

.

N

ambridge Uni «ersity Press.

6. Spurgeon, L.
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COURSECODE ~Bg51
CREDITS: 4

DATA ANA
LYSIS Using STATISTICAL PACKAGES
Unit -1
Basic of SPSS — Importing .
Visan Binning - SCICCti(E)bnand E.\pomng of files — Recoding and Computing new variables —

d : of cases — gp|jti :
Graphical plots: Box Plot Scatten'sl)elit Ifﬁl;ttmg and merging of files — multiple responses —
) » HiIstogram, Bar and Pie charts,

Unit =11

Fitting of Curves: Par: i
g . rdbol'l, cu , i i i
¢ bic and CXponential — correlation and regression: simple,

multiple — Rank correlation — Vau: :
modcll e u"]c - el tion - Val'lable Selection in Multiple Regression - Residual Analysis:
ddequacy, detection of outliers and influence observations

Unit — 111

‘l,::l.:::sc(ilClil?/p‘o‘heies - l‘wo. sample and paired samples t — test; F-test for two sample

}’ V S, - ll-ifl]um'c test for mtjependence of attributes — One way and Two Way Analysis
of variance — ultiple Comparison tests - Tukey’s test, Duncan’s Multiple range test and
Dunnett’s test.

Unit -1V

Non-Parametric tests: One sample and Two sample Kolmogorov — Smirnov test, Kruskal —
Wallis test, Friedman test, Median Test — One Way MANOVA — Hotelling’s T2 two sample
test — Test for two Covariance matrices — One way Repeated Measures ANOVA.

Unit -V
IFactor Analysis : Identification of Principle Component, Varimax rotation — Discriminant

Analysis — Enter and Stepwise procedures, discriminant scores — Logistic regression —
variable selection procedures (Backward and Fogward with conditional and wald methods),
dllc N Py . . . .

Odds ratio. Classification matrix — 22 27, 3% and 3” factorial designs — Split Plot designs.

Books for Study istical Methods for Practi

otk . - and Sanjaya S Gaur (2009), Slz_ltlstlca ethods for l_’mctlce and

: ;}N' > thlUl f\qméllideJ i/o Data Analysis Using SPSS, Second Edition, SAGE
esearch -

Publications Pvt. Ld ), Using [BM® SPSS® Statistics for Social Statistics and

William E Wagner, III (2010tion, PINE FORGE PRESS, An Imprint of SAGE

i di . .
R i\llc([’l](;)(;i(f) Tgl'tlclidiook of Univariate and Multivariate Data Analysis and
Robert Ho (2 , He

d RC Press
Interpretation with SPSS. Chapman and Hall, C I

[§9]

Books for Rcfcronct‘mlo) Statistics Made Simple — Do It Yourself on PC, Second Edition.

| Sarma KVS (2010). 9%

PHI Learning. _
1qu and Bria

;abina Landau and oress | .

‘:‘ll,l;': l(‘hupl““” and Hall. CRC Statistics Using SPSS (Introducing - Statistical

iscovering S
3 \l](]\' IILI(I (2()()0). l[l)l;‘fl(:gl: S;\GE Pllbll(.‘ﬂtlons Ltd
T ird Ec .

ies), Thir

Methods Serl
W//KM

g Everitt (2004). A Handbook of Statistical Analysis using
nsS.

(% scanned with OKEN Scanner
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CREDITS: 4

TIME SERIFE
- RIES ANALYSIS

Exploratory Tj
2 y Time Serj
Methods of Expoig:fs Analysis: Forecasting tr
interventions; Outliers lchild and moving ﬂ\'er'xboelend anld e e o omtions. o
: . additive ; verage smoothing; Types implicati '
and innovational outliers Prooceduig)tbr Slc]ic::::fl(l)fs::fzs °
s \ CI'S
o

Unit 11

Stationary Stochasti

) 1astic models:

an observed s: weak and strong stati

an observed time serics, Aulo-c‘: nc,1 §}1011g stationarity, Deseasonalising and detrending
Ovariance, autocorrelation function (ACF), partial

autocorrelation functi
. S ion :
invertibility., (PACF) and their properties, Conditions for stationarity and

Unit 111
Models for Time Seri :

eries: a
Stationary. White noisz Tl‘me series data, Trend, seasonality, cycles and residuals,
Autoregressive and 1\/10\4“(?!?:52[565' Z\:IEO'"GS"CSS“’C (AR), Moving Average (MA)
A RS S Average MA) ¢ st I,
Average (ARIMA) processes, Choice of AR and l\)/lf\m]]gcel:riéc:ls[omglessm‘ Integrated Moving

Unit IV
Spectral analysis iti
I al analysis and decomposition: Spectral analysis of weakly stationary process,

Periodogr. TY ; i
re "'C*el;[ﬁ;g and COllel(?glaln analysis, Spectral decomposition of weakly AR process and
presentation as a one-sided MA process — necessary and sufficient conditions, implication

in prediction problems.

Unit V
Modeling Seasonal Time Series: seasonal ARIMA models, estimation and forecasting, Fitting
ARIMA models with Box-Jenkins procedure, Identification, Estimation, Verification, Test for

white noise. Forecasting with ARMA models.

Text Books:
| . Nichol
. Bo.\'GEP..IenkinsGl\/I
Control, Pearson Education.

ockwellPJandDavisRA 2002):Introd
_ BrockwellPJanabay ( i toTimeder

as T. Thomopoulos, 1980 Applied Forecasting Methods, Prentice Hall
(2004):TimeSeriesAnalysis—Forecasling and

andReinselGC

19

uctiontoTimeSeriesandForecasting, Springer.
and Time Series analysis,

3
>, Montgomery D C and Johnson L A
McGraw Hill.
Rclﬁ‘rc("lCc ?OIZIC“S(:I 0‘)6)-TheAnalvsisoﬂ"imeSeries:TheoryandPractice, fifthedition,
. Chattie : )
Chapman and Hall i 'TheoreticalFOlIndaﬁOﬂSﬂndEmpiricalPerspeclive
/ -Econometl icS: :
2. NaclmncD.l\l.(ZOOG)-
ity Press al Introduction, Oxford University Press

Oxford Univers! . io-statistic
Dicole. P.J Time Geries: A BIO ste
Y0, eton University Press.

(VS

alysis. Princ
|s. MIT Press.
Series, Edward Arnold.

Wiley Series

19900). . Qeries AN
4 irl;unilmn. 1. 1994. 1,1'.'.”? Et::t: I/\xflodC
e . 1993, Time - - - Time
5. Harvey. A.C 1993 00 Forg TR (1990 |
6. Kendall. Gjr Maurice an of Finﬂncinl Time Series.

7. Tsay. R.. 2002. Analysis

S
/?/W%/

H
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CREDITS: 4

EC
Unit I ONOMETRICS
Nature and Scope of |
ol ‘C
Least Squares (Ol p i
(OLS), Generalizeq Leasf{ VW of General L ineq Model (GL
- ode M), Ordinary

) S
Unit 11 auares (GLS) and Multicollinearity

Heteroscedasticity - A

- = r LI[OCOH. .

] . ela ;

regression with stochastjc re"resgtlon Its consequences ang i

Autoregressive linear ngresq?on OxDs B I“Stl'umenta[ varich] tef.ts - Rldge regression -Linear
S - Dist € estimation - Errors in variables -

Unit 111

Simultancous linear :
) equations
model - Identification problem - Restrictions on structural
) structura

‘r. i ) ; Cl nditiO i i

Unit IV
Forecasting - Univariate for i
orecasting ariate .iomcastmg methods - Forecasting in regressi [
with Simultaneous equations model - Evaluation of f; e Combiationct freete
- n of forecasts - Combination of forecast:
s

Unit V
Delinition of causality - Granger causality - testing of causality - Co integration, Bivariate co

integration tests - multivariate co integration.

Text Books:

Gujarati, D.N. (2003): Basi
Johnston. J. (1984): Econometric methoc
Nachane. D.M. (2006): Econometrics:

Perspective, Oxford University Press.

¢ Econometrics, McGraw Hill.
hods, Third edition, McGraw Hill.
Theoretical Foundations and Empirical

oo 'Y ——

Reference Books:
ata McGraw Hill.

 of Econometrics. T ; o
ook Techniques and Applications, Prentice

etric models -

3. Apte, P.G. (1990): Text b
4. Intrulligator. M.D. (1980): Econom

Hall of India.
s A. (2008): ApP

5. Kleiber. C. and Zeilei
/ / é 3

lied Econometrics with R, Springer, NY.
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CREDITS: 4

STATISTI

CSro

Unit I R MANAGERS
Concept of Quality — Qualit

\ _ . Y Man y

1SO 9001 - Need for SQC in induse,lt{;i:nem_
var{allons — concepts of specificati S —
basis for control chartg - Six i 1on and
methodology — DMADY . '8ma and

pmgel;:llty qircles — Total Quality Management —
toleran CO‘}?' ol — chance and assignable causes of

lean S.C,e "Imits — process capability — statistical

IX sigma.— tools and techniques: DMAIC

Unit 11
Control chart for variables X

: —Xand R —gi
- p, np, ¢ charts — simple problems ehart = simple problems - Control charts for attibutes

Unit I11

Basics of Experiment : oo
Replication agd lof:l:lalcgletsfg]n - PrIITCIQleS of design of experiments: Randomization,
experimental error — C 1rol - determination of experimental units and notion of
X] O.mpletely Randomized Design (CRD) — Randomized Block Design
(RBD) — Concepts and Simple problems ”

Unit IV

Latin Square Design (LSD) — Concepts and simple problems — Estimating a missing value in
RBD and LSD - Multiple comparison tests : Duncan’s , Tukey’s and Least Significant
Difference test

Unit V
Factorial Experiments — Concepts - 22, 2% and 3% designs — Simple Problems

Books for Study
Borror.M (2009), The certified quality engineer handbook, 3/e, ASQ quality press,

Milwankee, Wisconsconsin, USI]<.Q ; L CRC
a g 2001) , Staistical Quality control, press
: ﬁgizgg;défyl\é (C (20)09): Introduction to Statistical Quality Control, 6/e, John Wiley

o

and Sons. . : i :
4. li/lontgomery.D.C. (2013): Design and Analysis of Experiments, /e, Jon Wiley and
5 ls)gtnesl: W.M.John (1998), Statistical Desigh and analysis of experiment, SIAM
publications
Books for ReferellceJ (1974): Quality Control and Industrial Statistics, 4/e, Taraporewala &
. Duncan A.J. ' . .
Sons. y LeavenWOrth-R'S' (1980): Statistical Quality Control, McGraw
p) .E.L. an . .
B S’rﬁm . of Six sigma, Tata Mc Graw hill, New Delhi
s Design 0 for Managers, Tata Mc Graw hill, New

Greg Bl-ue(ZO(())32)), an 0 £ six sigma
" 2 y g
4, Greg Brue(20 n (2006): Complete Business Statistics, 6/e,

Delhi der Pandia )
d Soun™ Limited.
> Amir.D.éCZe\l l—??ll publishing Company
Tata McGra¥ / /
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COURSECODE ~B0601 006T

DE G A S
MO R PHIC TECHN]QUF )

sources of de b g o

= ages )'“()grdphm Statistics,

pereentages, Population Pyramide” as
S

ic demograph; ) )
Density of population, Probability s, Laba, fone’, roportions and

» Sex ratio
of dying, Crude rates, Labour force participation rates,
Unit I1
Life tables: Construction .

. " of a life tap
Abridged life tables aliee able, Graphs of Iy, dv .
Expected number of ]\gglml'[ybi[:eacttes and thios, Ir:fa?ﬁ, m:;nzlljirtl;} '?&Zéﬁéarx}nzﬁiu&'
Morbidity. : and Indirect Standardization, Compound analysis,

Unit H1

Lt;ll:lt:tlbll(.sM[L)dlﬂlclrnlO[ ll‘?"l.i!i!}ﬂ Reproductively formulae, Rates of natural increase, Fertility
: s L tal-fertility, Stable Populations, Calculation of the age distribution of a
stable population, Model Stable Populations.

Unit IV
Population estimates, Population Projections: Component method, Mortality basis for

projections, Fertility basis for projections, Migration basis for projections.

Unit V
Ageing of the population, Estimation of demographic measures from incomplete data.

Text Books:

[. Pollard. A. H. Yusuf, F. and Pollard, G.N. (1990). Demographic Techniques,

Pergamon Press, Chapters 1-8, 12.

Reference Books: . .
Demography A Willey-Interscience

plied Mathematical

Y Keufit- 077) Ap
Keyfitz, N. (1 ) Mathematic of Population Ready, Mass: Addition-
e

Publication. . to th
% ek 2y [ntroduction
3. Keyfilz, N. (]Q(’b) In lied Mathematical Demography, Third edition,
Wesley. oIl H (2005) APP I
swell. H- i

4. Keyfilz. N. and Ca

Springer. %
W
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B CREDJTS;
AYESIAN INFERENCE DITS: 4

Unit 11
introduction of Prior Distributiong
natural conjugate family by enla
family - choosing an
improper and invari

, T St Dictri g

rginypils Of.PHOl Distributions, Proper Prior-Enlarging the
appropriate mgmbbgelofpafameter space - mixtures from conjugate
L ! conjugate prior family - i i
ant priors - Jeffrey’s invariant prior Al

Unit 11

l?z\‘}rcimnl pF)lllt?Stllﬂﬂthll! Prediction problem from posterior distribution - Baye's estimators
for absolute error loss, squared error loss, linear loss function, Jeffrey’s and 0 -1 loss -

chncrahzatlon to convex loss functions - Evaluation of the estimate in terms of the posterior
risk

Unit IV

Bayesian interval estimation : Credible intervals - Highest posterior density regions -
Interpretation of the confidence coefficient of an interval.

Unit V |

Bayesian Testing of Hypothesis: Prior and Posterior odds - Bay.e’s factor for various types (?f

testing hypothesis problems -Monte-Carlo Integration and Basic Concepts on Markov chain
o . ]

Monte Carlo techniques (MCMC)(without pr 0of).

Text Books . o
| i . Inference, Narosa Publications

ansal ALK.(2007): Bayesian Parametric In , Naros? .
‘w' 2‘:?1:: lSAKl(l(()C)S):)Bayesiam Estimation, New Age International(P) Ltd, New Delhi

l}cl‘gencc BIOOM({?QSS)' Statistical Decision Theory and Bayesian Analysis, 2/e, Springer
erger, J.O- :

Verlag.
3. Robert C.P.an

Vcnéﬂg. t. M.H (’7004)' Optimal Statistical Decisions, Wiley-InterScience.
DeGroot, M.H.{(= :

ic Si i Bayesian Inference,
. - Stochastic Simulation for
5. G ‘M d Lobes H.F. (2000):
5. Gamerman, D. an,
Taylor and Francis.
6. Box, G.P.and Tiao,
Wesley.

d Casella, G (2004): Monte Carlo Statistical Methods, 2/e,Springer
asella, G. :

G.C.(1973): Bayesian [nference in Statistical Analysis, Addison —
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